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[bookmark: _Toc462478989]Abstract of the contribution: This contribution updates solution #51 and provides conclusion 
1	Introduction
Solution#51 applies to EAS Rediscovery for all connectivity models. It does not impact existing procedures and NFs. It can be considered the baseline solution for EAS Discovery. New enablers could be added on top to enhance the procedures or add capabilities. This pCR proposes to update evaluation and conclusion accordingly.
In addition, this pCR also highlights what can be achieved already by using Rel-16 enablers in the area of EAS rediscovery, with special focus on how existing enablers allow application controlled EAS migration. 
Rel-16 enablers already permit simultaneous connectivity over former and new PSA for all connectivity models (that is using REl-16 5GC SSC#3 or simultaneous change of BP/ULCL & Local PSA (clause 4.3.5.7 of TS 23.502 [3])). When at EAS Rediscovery both, EAS and PSA, change, by using Rel-16 PSA PSA coexistence, the application can build its own migration solution and minimize the impact on the latency:
-  The decision for when to send traffic to target EAS can be taken by the application client considering application specific aspects, like for example, the time interval between packets. Solutions which multicast the packets to former and new EAS, or solutions that perform delta context updates between EASs in one or another direction are possible. There is no need to assume any specific solution.
-  Furthermore, when there are multiple applications using the same PDU Session, only when connectivity over former and new PSA coexist, can each application control its own migration, and can it be adapted to the specific application needs.
By providing 5GC PSA coexistence with runtime coordination, 5GC allows applications to build lowest latency migration solutions, independently on what triggers EAS rediscovery and how. This pCR proposes to add some text about this aspect of Rel-16 in a new evaluation subclause for Solution #51
3	Proposal
*******************  Start changes  ********************
[bookmark: _Toc50467005][bookmark: _Toc50468349][bookmark: _Toc50468619][bookmark: _Toc50468890][bookmark: _Toc50630859][bookmark: _Toc54944209][bookmark: _Toc54945685][bookmark: _Toc54946072][bookmark: _Toc54946457]6.51	Solution #51: Edge Relocation for all connectivity models
[bookmark: _Toc50467006][bookmark: _Toc50468350][bookmark: _Toc50468620][bookmark: _Toc50468891][bookmark: _Toc50630860][bookmark: _Toc54944210][bookmark: _Toc54945686][bookmark: _Toc54946073][bookmark: _Toc54946458]6.51.1	Solution description
The solution addresses Key Issue #2: Edge Relocation. The UE is Edge Computing Service agnostic.
This solution supports all connectivity models and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. The description applies to PDU session re-anchoring with SSC#3, SSC#2 modes and session breakout PDU sessions (with and without co-existence with previous Edge PSA).
This is a solution for Edge Relocation for all connectivity models. It shows it is possible to have the same behaviour towards the network independent of connectivity model and network support, and so, it is possible to support all network variants in the same application client.
For session breakout scenarios, Edge Relocation refers to the relocation of the local PSA selected for the edge application traffic.
Extensions can still be defined on top to optimize the solution for each connectivity model as options. The following solutions customize this solution to a specific connectivity model:
-	Solution #23, Distributed anchor, including both, SSC#3 and SSC#2 modes.
-	Solution #52, session break-out scenarios with PSA coexistence.
-	Solution #53, session breakout scenarios, Dynamic UCL/Local PSA insertion with PSA coexistence.
This solution is aligned to and complements DNS based solutions for KI#1 like:
-	Solution #10 for DNS based Discovery of Edge Application Server for Distributed Anchor connectivity model.
-	Solution #22 for DNS based EAS Discovery supporting Session Breakout.
Like Solution #10 and Solution #22, this solution supports encrypted DNS.
With Edge Computing, Applications Servers can be distributed and be deployed at the edge of the cellular networks. In this scenario, the Edge Application Server that is topologically closest to the UE should be selected. The Edge Application server that is closest to the PSA in IP distance is the one closest to the UE. At Edge Relocation, there might be another Edge Application Server that is closets to the new PSA.
Other solutions, e.g. Solution #10, show how to discover with DNS an AS that is closest to the PSA. Assuming that solution, at Edge PSA change, a new DNS query for the Application FQDN can be triggered for the reselection of an AS that is closest to the new PSA.
The detailed procedure below describes this solution that applies to all SSC#3 and SSC#2 and session breakout PDU session re-anchoring, leading to edge relocation (with and without co-existence with previous Edge PSA).
The PSA in the procedures below is the PSA selected for the Application Traffic.
[bookmark: _Toc50467007][bookmark: _Toc50468351][bookmark: _Toc50468621][bookmark: _Toc50468892][bookmark: _Toc50630861][bookmark: _Toc54944211][bookmark: _Toc54945687][bookmark: _Toc54946074][bookmark: _Toc54946459]6.51.2	Procedures
[bookmark: _Toc50630862][bookmark: _Toc54944212][bookmark: _Toc54945688][bookmark: _Toc54946075][bookmark: _Toc54946460]6.51.2.1	High Level procedure for any connectivity model
At mobility, if another UPF is closer to the UE, the PDU Session can be re-anchored with that UPF and get a new PSA. This solution allows to discover the closest Edge Application server to the new PSA.
The generic connectivity, independent of SSC-mode and connectivity model is described below:
The UE starts using the IP address /prefix associated with the new PSA (if this is available) for the new traffic flows (or even proactively for existing traffic flows where possible (if it has the mechanisms (outside 3GPP scope)). If the connection to the first Application Server is still available, there is the option of having the Application Server instructing the application client to facilitate the move.
The application behaviour can change at re-anchoring and optimize the move if the situation is known to the application layer e.g. with SMF notification of PSA change. A new DNS request will also be sent for the Application FQDN if, the application client supports OS notifying the Application clients of the new IP connection (OSs and many Application clients are designed already today to use this information in the wifi-3GPP access changes) or some form of application internal redirect (e.g. HTTPS redirect), the former AS is not available through the new PSA, the AS is designed to send frequent queries or if the TTL of the previous DNS has expired.
NOTE 1:	The UE DNS Stub Resolver cache is assumed to be bound to the former IP connection, and not considered, when a new IP connection is established, for the new DNS Queries, which are sent via the new PSA. Else, the new DNS query will be sent out for resolution depending on the TTL of a previous DNS response for the same FQDN (e.g. with ULCL). If the TTL is short enough the application client can query frequently to identify new AS locations, an alternative is also that the AS via AF/exposure will get notification that a new DNS query is needed and will trigger the client with application internal signalling. As long as there is connectivity to both the old and the new PSA-UPF and different AS IP address ranges are used, there is no need for an immediate discovery of the new AS.
Figure 6.51.2.1-1 below shows an example sequence for this solution including an example for how a stateful application can build service continuity. The sequence includes the following steps:
	The UE has a PDU session established with an Edge PSA and the application traffic has started via this Edge PSA towards an AS#1 that is closest to the PSA, that has been discovered using DNS mechanisms e.g. as described in Solution #10 or Solution #22.


Figure 6.51.2.1-1: EAS reselection at Edge Relocation - sequence
1.	At some point, the UE moves, the core network identifies the need to select a new anchor and triggers the anchor change. The PDU Session may be updated or a new PDU session may be established (depending e.g. on EC connectivity model) with the selected new anchor. The former PSA may be maintained and coexist with the new one for a LifeTime "T" before it is removed, if so, a timer is started for that purpose. The detailed procedure for the multiple PDU Sessions case is described in TS 23.502 [3] clause 4.3.5.2.
2.	The Application traffic can continue on the former PDU Session Anchor if that is still available. The UE/application may establish an L4 connection to the EAS (Edge AS#1) over the new PDU session (IP#2). For example, the UE/application may be in the middle of data transfer and changing application servers may incur additional delays for DNS lookup, TLS security negotiation and cannot take advantage of connection migration in L4 that support it (e.g. QUIC).
3.	At some point the Application may trigger that a new DNS request for the Application FQDN shall be sent. A new DNS request will be triggered if the application client supports OS notifications of the new IP connection (OSs and many Application clients are designed already today to use this information in the WiFi-3GPP access changes. It may also be triggered by an application internal redirect (e.g. HTTPS redirect), or by loss of connectivity, only to mention some reasons.
NOTE 2:	Application triggers for new DNS resolution results in a network DNS lookup only after application DNS cache timer expiry. For data transfer prior to network DNS lookup, the application may use cached application server (Edge AS#1). How applications maintain cached entries varies, e.g. Google Chrome flush them if a new default interface is used (as with SSC#3).
4.	The UE may send a DNS Query with the Application FQDN. That query is sent over the new PSA and it is resolved to an AS#2 that is closets to the new PSA (e.g. as described in Solution #10). With dynamic insertion of ULCL/ BP and Local PSA based on DNS queries, the query might not be sent over the New PSA, but be modified by 5GC to pretend to be sent over a selected new PSA (e.g. as described in solution #22).
NOTE 3:	AS#1 and AS#2 can't share same IP address (e.g. Anycast) in Session Breakout Scenarios if parallel connectivity over old and new PSA is needed.
NOTE 4:	With dynamic insertion of ULCL/BP and Local PSA based on DNS queries, DNS queries may be part of Step1.
5a.	A stateless application would start using the new AS#2. A stateful application may now start to use AS#2 for signalling purposes (e.g. to trigger a context migration from AS#1).
5b. Stateful applications can leverage that parallel connectivity can coexist over two different PSAs (if old PSA is available after #1 above) to build service continuity with low latency optimizations. As an alternative, the application client could multicast traffic to AS#1 and AS#2 during the context migration and until AS#2 can take over. AS#1 may also, by application internal signalling, trigger the application client to move the connection to AS#2 (these are application internal mechanisms).
6.	The application traffic is sent towards the AS#2 that is closer to the new PSA.
7.	The old PSA is released by CP at timer expiry. The timer should be set to as long enough to assure the context has successfully transferred from AS#1 to AS#2.
8.	Only traffic to AS#2 is sent from the application client.
[bookmark: _Toc50467008][bookmark: _Toc50468352][bookmark: _Toc50468622][bookmark: _Toc50468893][bookmark: _Toc50630863][bookmark: _Toc54944213][bookmark: _Toc54945689][bookmark: _Toc54946076][bookmark: _Toc54946461]6.51.3	Impacts on services, entities and interfaces
No impact. The solution maps to existing functionality and flows in TS 23.502 [3].
6.51.4	Evaluation
This solution uses Rel-16 EC enablers to solve KI#2 EAS rediscovery for all connectivity models. It can be considered a baseline solution for EAS Rediscovery where Enablers could be added on top to enhance the procedures or add capabilities. 
Rel-16 enablers already permit simultaneous connectivity over former and new PSA for all connectivity models (that is using Rel-16 5GC SSC#3 or simultaneous change of BP/ULCL & Local PSA (clause 4.3.5.7 of TS 23.502 [3])). When at EAS Rediscovery both, EAS and PSA, change, using Rel-16 PSA coexistence, the application can build its own migration solution and minimize the impact on the latency:
-  The decision for when to send traffic to target EAS can be taken by the application client considering application specific aspects, like for example, the time interval between packets. Solutions which multicast the packets to former and new EAS, or solutions that perform delta context updates between EASs in one or another direction, all are possible. There is no need to assume any specific solution.
-  Furthermore, when there are multiple applications using the same PDU Session, only when connectivity over former and new PSA coexist, can each application control its own migration, and can it be adapted to the specific application needs.
Rel-16 enablers for 5GC PSA coexistence with runtime coordination allow Application controlled EAS migration, and so a migration procedure that best adapts to the application particularities. This is the best approach when low latency is the application top priority at EAS relocation. This is not depending on what triggers the EAS rediscovery and how. Enhancements could be introduced for example to accelerate the rediscovery.

******************** End  changes  ********************
******************* Start changes  ********************
[bookmark: _Toc54944251][bookmark: _Toc54945727][bookmark: _Toc54946114][bookmark: _Toc54946499][bookmark: _Hlk55803697]7.2	Evaluation of Solutions for Key Issue #2
[bookmark: _Toc54944252][bookmark: _Toc54945728][bookmark: _Toc54946115][bookmark: _Toc54946500]7.2.1	Evaluation for Key Issue #2: Reducing packet loss during EAS relocation
In Solution #27, if L4 connection between UE and EAS is kept, when the SMF has established the forwarding tunnel between the source UL CL and the target UL CL, the SMF sends Late Notification to the AF to trigger the EAS relocation. The new PSA buffers the uplink data until the AF indicates the successful application relocation. This can help to reduce packets loss when the target EAS is not ready. However, EAS relocation is triggered by late notification from the SMF and the application layer notification from UE. This ensures that there is no uplink packets from the UE towards the old EAS after the EAS relocation. Therefore, Solution #27 can help to reduce packet loss during EAS relocation by supporting uplink buffer in new local PSA.
In Solution #38, similar as solution#27 the new PSA buffers the uplink data until the AF indicates the successful application relocation. In addition, two options are proposed to resolve the packet loss issue.
For Option 1, a forwarding tunnel between source PSA and target PSA is established. Before the EAS relocation is started and the old EAS stops to serve the UE, the old PSA stops sending packets over N6 and forwards the received uplink packets to the new PSA via the forwarding tunnel. This can ensure packet lossless within 5GS. The End-Marker introduced can help to ensure in-order delivery. Therefore, the forwarding tunnel between the old PSA and new PSA in Option 1 in Solution#38 can avoid the on-fly packet loss over N3/N9 and reduce packets loss over N6.
For Option 2, in order to ensure packet lossless between UE and EAS, the packet in user plane need to be enhanced to include Flow End Marker. Therefore, with user plane enhanced (i.e. by use of the extension header of the uplink packets) the Option 2 in Solution #38 can avoid the on-fly packet loss over N3/N9 and N6. Option 2 needs the coordination between the 5G and application in user plane.
If stateful L4 mechanisms (e.g. TCP) are used, the above packet forwarding between source PSA and target PSA requires the EC environment to support migrating of L4 contexts.
Solution #27 and #38 buffer packets while the server is being relocated so that packets can be delivered even if with higher latency. If L4 flows/congestion control is based on measured latency, additional buffering may distort estimates of latency and throughput.
[bookmark: _Toc54944253][bookmark: _Toc54945729][bookmark: _Toc54946116][bookmark: _Toc54946501]7.2.2	Evaluation for Key Issue #2: UE DNS cache renewal and EAS reselection by UE
For Session breakout:
Issue 1: DNS cache renewal.
	For the EASs to which the UE has no ongoing connection, the UE may have stored DNS cache for these EASs. For this case, after ULCL insertion/change/removal, the cached records may be outdated.
	Solution #24 uses ICMP unreachable message to trigger UE reselection of EAS. It assumes that either the TTL of the stored DNS record is very low or only one EAS IP address is stored for the FQDN. This gives restriction to operator deployment. Besides, a short TTL will cause the UE to re-discover EAS IP address frequently and consumes bandwidth and causes application layer delay. In addition, there are concerns on usage of ICMP message in the solution for security reasons. And it'll add delay for the connection establishment with the EAS as well. Hence, Solution #24 is not recommended for Issue 1.
	Solution #32 and Solution #34 (clause 6.34.2.1) support Issue 1 too. In these 2 solutions, a DNS context control information, i.e. DNS cache flush indication and its associated information (for example, domain names and IP address range), within NAS message is sent to UE to enable the UE to remove/renew the cached records.
Issue 2: EAS relocation
	For the EASs to which the UE has ongoing connection, the UE may need be triggered to reselect a new EAS address due to a new EAS is more suitable to serve the UE.
	Solution #53, clause 6.35.2.1 suggests that UE reselects a new EAS after ULCL insertion. If connectivity is available towards the source PSA-UPF when a target PSA-UPF is selected, and towards the source AS when the target AS has been selected, then there is no immediate need to change the AS. For these situations the timeout for the DNS cache (if low enough, which is reasonable to have for an application layer DNS cache and for TTL in the DNS entries). Solution #24, #31, #32 and #34 can be used as triggers to trigger UE to reselect EAS.
	Solution #24 is not very friendly to support EAS relocation, it is a hard switch from old EAS to new EAS, the application may experience packet loss and delay due to the packet to old EAS is routed to SMF. Hence, it is not recommended to use ICMP to trigger the EAS reselection.
	Instead, Solution #31/#32/34 can trigger the UE to reselect EAS too, and they are more friendly. The UE can still connect to the old EAS while the new EAS is selected for new connections. If the N9 tunnel is established between old ULCL and new ULCL, the application layer can have a smooth switch from old EAS to new EAS, packet loss can be avoided.
	How the context is migrated between the old EAS and new EAS, and when the UE starts to send packets to the new EAS are left for conclusion in other contributions.
For SSC mode 2/3:
	For SSC mode 2/3 case, the UE will receive a new IP address. The new IP address can be used as a trigger to remove the DNS cache, and to reselect a new EAS.
	How the context is migrated between the old EAS and new EAS, and when the UE starts to send packets to the new EAS are left for conclusion in other contributions.
Impact of Application Layer DNS caching:
Some application may have DNS caching at the application layer. DNS caching at the application layer results in name resolution using previously cached entries that will result in no new DNS network lookups until the application cache timer expires.
Since cache timeout values on the caching UE application side can be significant, the following behavior may happen:
-	Applications may determine to flush its local caching before the cache timer expires.
-	Applications using connection oriented transport establish connection towards new EAS when:
(a)	an application layer redirect is sent with the URL/FQDN of the new EAS; or
(b)	an application uses anycast destination addresses that are routed to the new 'closest' EAS. No new procedures are required for KI#2 in this case; or
(c) establish new connection to new EAS after DNS caching is flushed by the applications or cache timer expires.
-	Applications not using connection oriented transport (e.g., multicast or subscribe/ notify communication patterns) should be responsible for detecting connection change (e.g., notification from UE connection manager). The application should take appropriate actions to indicate new IP address (e.g., in IGMP/MLD membership report message; new subscribe message).
[bookmark: _Toc54944254][bookmark: _Toc54945730][bookmark: _Toc54946117][bookmark: _Toc54946502]7.2.3	Evaluation for Key Issue #2: AF based EAS rediscovery
Solution #51 uses Rel-16 EC enablers to solve KI#2 EAS rediscovery for all connectivity models. This solution has no impacts on the NFs or the procedures and it can be considered a baseline solution for EAS Rediscovery. Enhancements could be added on top to add capabilities which enhance or allow new solutions.
In solution #25, #27 (EAS Reselection part), #28, #31, #37, #52, #53 (clause 6.53.2.2), #54, the new EAS can be selected by AF. After that the new EAS address need be notified to UE.
For all these possible solutions, there are 2 different ways to inform the UE of the new EAS IP address:
-	Alt A: the EAS IP address is notified to UE via application layer signalling. This option doesn't have any impact on the 5GC and has already been supported by some applications. It includes: Sol #25, #27, #53, and #54.
-	Alt B: The EAS IP address is notified to 5GC, and the 5GC sends the new EAS IP address to UE via NAS signalling and UE needs the capability to deliver the received EAS IP address to application client. This option has impact on both UE and 5GC.It includes: Sol #28, #31 and #37.
[bookmark: _Toc54944255][bookmark: _Toc54945731][bookmark: _Toc54946118][bookmark: _Toc54946503]7.2.4	Evaluation for Key Issue #2: Edge relocation considering user plane latency
There are two solutions on edge relocation considering user plane latency. When the UE moves across the Edge Data Network Service Area that can be identified by DNAI, the SMF may decide to relocate the PSA-UPF using its locally configured topology information. However, PSA-UPF relocation may cause unnecessary service interruption due to the change of IP address of the UE even for the case that the serving UPF is able to satisfy the required user plane latency without relocation of PSA-UPF. To solve this trade-off, the solution #35 and the solution #36 are discussed.
The solution #35 proposes the edge relocation considering user plane latency requirement such as maximum allowed user plane latency and shortest user plane latency preference requested by AF and based on the request, the SMF may decide the PSA relocation decision.
The solution #36 proposes the mechanism for the AF to decide the PSA relocation based on the report of the estimated latency reported by the SMF. The PSA relocation should be decided by the 5GC(i.e. SMF) not the AF, hence this solution is not recommended into normative phase.
[bookmark: _Toc54944256][bookmark: _Toc54945732][bookmark: _Toc54946119][bookmark: _Toc54946504]7.2.5	Evaluation for Key Issue #2: EAS IP address replacement in 5GC
For the UE unawareness solution, there are two main solutions (Sol#29 and Sol#30), both solutions use AF influence procedure to influence SMF to configure UPF for the EAS IP address replacement information, while the two solutions have following difference:
(1)	For the network function enforcing the EAS IP address replacement, Solutions #29 proposes to use UL CL, while Solution #30 proposes to use local PSA UPF. Since UL CL was designed for traffic offloading to the local DN and all traffic (both destine for central DN and local DN), if UL CL is further enhanced to enforce EAS IP address replacement , which would require higher traffic processing capability in UL CL and cause heavy load. In order to avoid such situation in UL CL, a more suitable candidate would be local PSA UPF as proposed in Solution #30.
(2)	On the naming of being replaced EAS IP address (source or anchor EAS), the naming itself doesn't make much difference, but as Sol#30 works under the assumption that one Anchor EAS deployed for each EC service and AF is configured to know the Anchor EAS IP address, it says, the Anchor EAP IP address is the one discovered by UE. While in this description is missing from Sol#29, there is no dependency on the Anchor EAS, the relocation happens between general source EAS and target EAS.
(3)	On AF notifying 5GC about its capability of supporting UE awareness solution (i.e. EAS IP address replacement approach) as proposed in Sol#29, since such solution category would require the EC platform (e.g. AF, EAS) to support some special handling on runtime session context migration and synchronization, this indication is foreseen to be required, which can also be used for merging the solutions with UE awareness and UE awareness as proposed in Sol#27 update. This enhancement can be easily applied to any other solutions addressing the EAS IP address. The solution #27 also supports the UE unawareness solution with referring to Sol#30 with enhancement of AF notifying the 5GC about EAS IP address replacement capability which is similar with the EAS capability indication (i.e. the application server relocation is transparent to the UE) as proposed in Sol#29, this part can be adopted as an enhancement for Sol#30.
[bookmark: _Toc54944257][bookmark: _Toc54945733][bookmark: _Toc54946120][bookmark: _Toc54946505]7.2.6	Evaluation for Key Issue #2: Solution #27
Solution#27 provides a merged approach for Edge relocation. In this solution the PSA relocation can be triggered either by SMF or by the AF. After the PSA relocation the AF performs EAS relocation. EAS context can be transferred from old EAS to new EAS to maintain the connectivity in application layer. However this solution doesn't assume the concurrent connectivity in application layer to both old EAS and new EAS.
Solution #27 applies to the connectivity model of "Session Breakout" and "Multiple PDU Sessions" and solves the following issues:
-	change of EAS with EAS IP address change and local PSA change;
-	preventing or reducing packet loss.
Solution#27 can be applied when EAS IP address is changed or EAS IP address is unchanged (Unicast case). There are four options to handle the new EAS IP address change:
-	Option 1a: application layer mechanism to notify the new EAS IP address to the UE. This option replies on application layer capability and doesn't have any impact on the 5GS system, but not all application protocols support the capability of redirection. Enabling this option would be out of 3GPP operator's control.
-	Option 1b: NAS layer mechanism to notify the new EAS IP address to UE. This option has impact on UE(Modem, OS and application client). Enabling this option relies on the changes to OS and application client, which is out of 3GPP operator's control and may negatively impact the time to market for the EC enhancement feature.
-	Option 1c: NAS layer mechanism to trigger DNS Re-resolution. This option has impact on UE(Modem, OS and application client). Enabling this option relies on the changes to OS and application client, which is out of 3GPP operator's control and may negatively impact the time to market for the EC enhancement feature.
-	Option 1d: EAS IP address replacement in local PSA UPF with using AF influence mechanism. This option impacts 5GC but has no impact on UE. Enabling this feature requires the EC platform to support the runtime context migration among EASs, which can be controlled by operator via SLA with EC service provider.
After the EAS relocation the AF notifies the SMF to start the uplink packet delivery (including the buffered packet) to the new EAS. There are two options to prevent or reduce the uplink data loss:
-	Option 2a: The target PSA UPF needs to buffer the UL packets for EC session. Source and target EAS handles its own IP packets respectively. This option relies on the application layer to notify the source EAS the last uplink packet so the target EAS can start context transfer.
-	Option 2b: The target PSA UPF also needs to buffer the UL packets for EC session and it further requires the temporary forwarding tunnel between source PSA UPF and target PSA UPF for the purpose of forwarding the packets towards the old EAS, which requires the new EAS can process the old EAS's IP packets. When the EAS IP address is changed, how to route the UL IP packet with the destination IP address of old EAS can be left to N6 routing deployment in operator's network.
[bookmark: _Toc54944258][bookmark: _Toc54945734][bookmark: _Toc54946121][bookmark: _Toc54946506]7.2.7	Evaluation for Key Issue #2: other sub-issues for edge relocation
In Solution #26, the UE is allocated with a persistent address by the SMF during PDU session establishment, and N6 routing is based on host routes in the DN. This solution relies on the DN has an appropriate routing mechanism so that the UE IP can be re-anchored on the new PSA. The solution will cause the fragmentation of the routing table then a huge routing table in routers in DN, considering the routing table will become per IP address not per IP prefix after UE moves. Furthermore, with UL CL, the UE can already be allocated with a IP address anchored on remote PSA, which can keep unchanged during local PSA relocation. Hence Solution#26 is not recommended in normative work.
In Solution #40, the application layer context transferring is go via NEF. Considering the context transferring is under discussion in SA WG6. It is recommended to decide whether this is need during normative phase after SA WG6 solution is stable.

******************** End  changes  ********************
******************* Start changes ********************
[bookmark: _Toc54944267][bookmark: _Toc54945743][bookmark: _Toc54946130][bookmark: _Toc54946515][bookmark: _GoBack]9.2	Conclusions for Key Issue #2
[bookmark: _Toc54944268][bookmark: _Toc54945744][bookmark: _Toc54946131][bookmark: _Toc54946516]9.2.1	Conclusions for Key Issue #2: Reducing packet loss during EAS relocation
Buffering uplink packets in the target PSA until receiving the indication of successful EAS relocation as proposed in Solution #27 and Solution #38 is recommended for normative phase.
[bookmark: _Toc54944269]Editor's note:	It is FFS whether the forwarding tunnel between the source PSA and target PSA and End Marker in solution#38 option 1 or Flow End Marker in solution#38 option 2 can be included.
[bookmark: _Toc54945745][bookmark: _Toc54946132][bookmark: _Toc54946517]9.2.2	Conclusions for Key Issue #2: UE DNS cache
For UE DNS cache related issue, it is concluded:
-	For session breakout case, the SMF may provide DNS cache clear indication within NAS message to UE as described in Solution #32 and #34 (only DNS cache related part). Based on the received DNS cache clear indication, the UE cleans the related DNS cache, which do not impact the application client.
Editor's note:	It is FFS when SMF sends the DNS cache clear indication to the UE, i.e. before the EAS relocation or after EAS relocation.
Editor's note:	It is FFS whether the SMF send the associated information with DNS cache clear to the UE so the UE can clear a part of DNS cache or all DNS cache.
NOTE 1:	If connectivity is available to the source EAS, then the application can select a new EAS after the DNS caching is flushed by the applications or cache timer expires.
NOTE 2:	If the UE does not support DNS cache clear triggered by 5GC, the application will continue to be served by the old EAS until the UE Application Layer DNS cache timer expires or the applications determines to flush the DNS cache.
NOTE 3:	This DNS cache clear indication does not impact the UE Application Layer DNS caching.
-	For SSC mode 2/3 case, the UE can removes the cached DNS records and can reselect a new EAS after it is allocated with a new IP address.
[bookmark: _Toc54944270][bookmark: _Toc54945746][bookmark: _Toc54946133][bookmark: _Toc54946518]9.2.3	Conclusions for Key Issue #2: AF based EAS rediscovery
Solution #51 solve KI#2 EAS rediscovery for all connectivity models using Rel-16 enablers. It describes the baseline solution for this KI.
The AF may reselect a new EAS for UE due to UP path change notification or by its internal trigger, e.g. load balance. When the new EAS is reselected, the UE is informed with the new EAS address via the application layer signalling, which is out of scope of 3GPP.
Sending EAS IP address by 5GS to UE is not recommended to be specified in normative work.
[bookmark: _Toc54944271][bookmark: _Toc54945747][bookmark: _Toc54946134][bookmark: _Toc54946519]9.2.4	Conclusions for Key Issue #2: Edge relocation considering user plane latency
Regarding the issues for edge relocation considering the user plane latency requirements, the solution #35 is recommended as baselines for the normative phase.
[bookmark: _Toc54944272][bookmark: _Toc54945748][bookmark: _Toc54946135][bookmark: _Toc54946520]9.2.5	Conclusions for Key Issue #2: EAS IP address replacement in 5GC
To solve the issue of change of EAS with EAS IP address change with or without PSA change, for the UE unawareness solution, it is concluded to use solution #30 as baseline, without depending on Edge Hosting Environment to handle the runtime session context mirroring with different IP addresses and with the enhancement of EAS capability indication (i.e. supporting EAS IP address replacement) as proposed in solution #29 and #27 for normative work,.
Editor's note:	It is FFS whether Anchor EAS is used for the UE unawareness solution.
[bookmark: _Toc54944273][bookmark: _Toc54945749][bookmark: _Toc54946136][bookmark: _Toc54946521]9.2.6	Conclusions for Key Issue #2: Other sub-issues for edge relocation
-	Solution #26 are not recommended in normative work.
-	Whether AF context transferring can be done via NEF is to be decided during normative phase after SA WG6 solution is stable.

******************** End  changes  ********************
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